1. **(10 pts.) Explain what an F-test is and how it differs from a t-test.**

**Ans:**

An F-test is any statistical test in which the test statistics has an F distribution under the null hypothesis. Common uses of F-test are: F-test for the quality of two variances, The F-test in one-way analysis of variance is used to assess whether the expected values of a quantitative variable(means) within several pre-defined groups differ from each other. The overall F-test for regression tests the null hypothesis that β1 = β2 = ... = βj = 0.

A *t*-test is any statistical hypothesis test in which the test statistic follows a Student's *t* distribution if the null hypothesis is supported. It is most commonly applied when the test statistic would follow a normal distribution if the value of a scaling term in the test statistic were known. Common uses of t-test are: A test of whether the slope of a [regression line](http://en.wikipedia.org/wiki/Linear_regression) differs [significantly](http://en.wikipedia.org/wiki/Statistical_significance) from 0. A one-sample [location test](http://en.wikipedia.org/wiki/Location_test) of whether the mean of a normally distributed population has a value specified in a [null hypothesis](http://en.wikipedia.org/wiki/Null_hypothesis). A two sample location test of the null hypothesis that the [means](http://en.wikipedia.org/wiki/Expected_value) of two [normally distributed](http://en.wikipedia.org/wiki/Normal_distribution) populations are equal.

1. **(10 pts.) Explain what cross-validation is and describe some of its specific implementations.   How it used to validate a regression model?**

**ANS:**

Cross-validation, sometimes called rotation estimation, is a technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice. Cross-validation is primarily a way of measuring the predictive performance of a statistical model. Every statistician knows that the model fit statistics are not a good guide to how well a model will predict: high ![R^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAPCAQAAAChU0zgAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAABUAAAAPAMFRMu4AAADbSURBVCjPfZHbcYMwEEXPelyAkhJUgjLpADrwpAS5A1xCxq2YEqAF3AGUEOjg+iMLwY+g/dnH1ezRlYmtYwUJ+OSkAW0EgUoIDoxiW1ogvyLi3hcljnwBFwAiV741qbUPr7kDYOS85B3dalJTrQCIiGI11JJnJ141dLeh8exAFgSxW3wpaZ07WE2r0s1652KBDDb7aiMtDVASOGoAsEjv40lva9Lkef/L9mTdMyk1/Svp7pEUSEyvPnmWFjRLLzL8K7VI4Dq/H/gBS5YexZEzHaImO2tFR56rv7gBf1O0n0zXZwcAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTAzLTEwVDA5OjMxOjM2KzA5OjAwKEMMYQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0wMy0xMFQwOTozMTozNiswOTowMFketN0AAAAASUVORK5CYII=) does not necessarily mean a good model. The possibility of overfitting exists because the criterion used for training the model is not the same as the criterion used to judge the efficacy of a model. Overfitting occurs when a model begins to memorize training data rather than learning to generalize from trend.

**Steps of cross-validation:**

One round of cross-validation involves partitioning a sample of data into complementary subsets, performing the analysis on one subset (called the training set), and validating the analysis on the other subset (called the validation set or testing set). To reduce variability, multiple rounds of cross-validation are performed using different partitions, and the validation results are averaged over the rounds.

## Cross-validation for linear models

While cross-validation can be computationally expensive in general, it is very easy and fast to compute LOOCV for linear models. A linear model can be written as

![\[ \mathbf{Y} = \mathbf{X}\mbox{\boldmath$\beta$} + \mathbf{e}. \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGYAAAARCAQAAACF8RGQAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAGYAAAARAJimcl4AAAIZSURBVEjH3ZXhddswDIQ/5GUAdgWN4I5QeQO53UDdQDs4G8grMBvQK8gbKNmg0gbXH6Js2pFSy07z+gr+sAkQgI48Hk38P/ZgtXUmk8k6qwan5XHeLS9ozhprY34Ay+KstXCxsjJv3hqrPwyNEGwRohTjoKA5zZYPWkSHEwJHS34RzwiDjxxRTdYoyRZ2jT8NQmMyjm5poYuyK4QIQuDZXkQdYQAqKNFlPEYqVreByRAaT4OQntKNcEqEqCgHSGex7ekzCWj6o28Gc2y+FVPtb4ITEKIdzyCJNIKMBk+HqGfy3wFDSYMn0KQEftu8GLl+NxhHh2jf+DNqQUkV71Y7kz8LhhrFG1em52onaTbHKw7Y6HlGqTxuwh30NLM+kAM7/Tzzlrxobxk1PZDjWGs/kV2x12HCn9HS60uciWdthv+Pia71tqOin4MCY9J1ZhXwREVp4azmWhvQC+sj4GSLkg3L+GG/JjYsBzgK+oGXM2lOLqboPoJigny4Lec6OdD5bF2Hpmk9RzPKOWo+ssCup5k5PN/UAxtawPP1SJIsWVfg2Klf8hXs4VTDHN+1+6snQ3MSdwqiTsZ9DeMjSUY3r5zvCMA2qecpIg9WJC0bOoRo8HfAGOt0QztWkWiioRb4CMjjU8hLwMQuLYFAEUmtBMxnjevfsOWP5qI7c79ZlmjPH2xO8Oft4XPBkBPuL/KvgFlzuL/InP0GnWmjSol5gRoAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDExLTAzLTA1VDE2OjMxOjExKzA5OjAw6EEXhAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAxMS0wMy0wNVQxNjozMToxMSswOTowMJkcrzgAAAAASUVORK5CYII=)

Then

![\[ \hat{\mbox{\boldmath$\beta$}} = (\mathbf{X}'\mathbf{X})^{-1}\mathbf{X}'\mathbf{Y} \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAAAWCAQAAAC4NLyQAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAIwAAAAWAGA43H0AAAJxSURBVFjD7ZjdvaQgDMX/3gqogRKsgduBNViCPViCJezPEqzBEpwWKCH7IOMnOpHL7r6sPMwwE3LCITkghbA+hZUX/x8AvtavRUNXuH8dUNpTDLk9LsQUNS/5pvxb1BQ2m6eqaHCFyYwsoWH3n3+64WkyehNMXuT8EzbUCiuHaJZA4+sZMWrk7MT0KquWQUlzl5kYLfKu09DTM+qCuYAtw4RGJgTBMwjY0JvmsJhwGjuBas0aGrpdc2di1MgdPgxeSgsX+l62GsMQhjgkrf4x+9VgQvBzyJh3SHOwGrvw7/g8Y3TItAiyLVeqN9pmSgvnNUKbREyz1wRKBAkr1a8+qXV2S/jVY2K0yCPCojkY/PJ9XwKCwICsvUfEjEdZo0YQGuptLp29x+2WBL/VLRwNcqRPh4xFkCVLhk3ZrumKZaTHI6kag0R+GxCE6ZM4Xtth8EnRqJADga1woDDw1gnUNKE6p6RAbGwcBq/xeGcXI1wRjxZ5JrB6a9KWmBoX5LcPObOXv54h0g4CTRmXyQD8MQuv7XhwfHuOHAiUQynOEz+5+yh3EYAoMTQMQf1vfd7ZpRGjRQ67kz9hCodN1icGEikl3Fzje/WPjL21SyklLfINMYe9vTonn66UzhPA4MOBb6f+0WS+tEsRXy3yPTH1OknsfF5Ma8cdgHGz/VUIF+ejezvc84i0yPfE9IGc+XVA+dp2AVAtwYx4BD8HRBlSWvYvHBo72icxaZFP9sK41VqOCvOThs3na7v6+X1+bl+FJdt1prx45buAel9D8SuvR+1Tp2zNN+urunZQezN5/T1Aps97Z4fNejPXph3tft5+AyEbHwPykvZSAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxMS0wMy0wNVQxNjozMToxMiswOTowMNmpDRkAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTEtMDMtMDVUMTY6MzE6MTIrMDk6MDCo9LWlAAAAAElFTkSuQmCC)

and the fitted values can be calculated using

![\[ \mathbf{\hat{Y}} = \mathbf{X}\hat{\mbox{\boldmath$\beta$}} = \mathbf{X}(\mathbf{X}'\mathbf{X})^{-1}\mathbf{X}'\mathbf{Y} = \mathbf{H}\mathbf{Y}, \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQ0AAAAWCAQAAABwfQFvAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAQ0AAAAWABOjELQAAAOkSURBVGje7ZrtkZtIEIafcW0AUw6BELR1ERybARuCcQa4HIIuA3wR3BECG4JxBsgZGGXQ/qERy6do0AC6quv5oUI08/Z0v3QPDUbYR0wgp52g/xeVfGgeGGsKU5pgfViTkJpw78WvtLZ8bwv8SIMa5sBPvpNSmGhdUBNzkhcOj0IOfzeDiUxCaOz2yCuI1IOQgyAQEAlrDoL2796DisTjbILdB9mzV/Y2YNXFWWKFVohoSKqZax41tMj7jA/3550Hlr/lm0LrhTfVlvhfk3q2T4u8k6RUjiZ1ciN0x9WC+7SgdFfnAoE7Ksk7mgkZGQXpwnwwicPRFcgJXUpC3ZxE75mDhLQ1wn7WUCP7jcGhRi0oWlaUFARatKsTBWkmTCKK5amIEqG6OAh7dUDjfEDunBIiy6vtLRxsm4xjugSUets1XqFTUHTIfmNAjDTt4IAgDfoq0OolI9R1D0t1Tw10hlzujIxj56wlr++rGOme94ND0t4bjOkS6/Rql05u0XvU0CJ7jMEUNTRo158AQa68IdduuSZMS4i7heQ90TskeT/yiUPRW+qgbh/9pu0h2U17QhKkSyAdss8YKKgxidad7CgMuWSBcTmCUPZ36xQCAQUZFbJsrzGNg8yxSW27nV/79cj+YjBNjWm0vvnRtS7eGTJLhbTruGNrKhCTuCpcroHT3UHctmmO3hDllntjhEJ3x8CFvWyMHjWm0J4azyqv/MSS8Srn4YcZk2EH/s7lr/6fcjbfCQlMKp9bJ0Iy4I3U/MEPPhKYUN6WooziWM5q3Zl6xo75Z+mM+hjM8w3P11nMgWI2WotFR2RZwhzgbULu9sHtupv1eHtX73UYh8PQ7n7Mpjl6zOh1zkf2FQNNQZlCW4kahJe62t4HX8jQ0quWuXoKZ6igjNs0R29JQdEiPxY1npgh2nRmLBl/yhl4pQQynt2ZgMYLJRNh+dZNZvqkOY4jp+6Lq3HdOXpmsFBNeE2J7DMCXmSNrEHR6BpGCHXvgpi87sAFlx7hGjhC92nglq5ej3C+xVrkx8kahJTuCmd04Rqoxe1n95smXWepLsvn4JKoXFriZI4elyb54if3KZxmc2paV6/HcY7NWmTPMZholE+jESEczbZfeZlcXjZCCkj9Y5lCFheD/5aYeNM3ryZgs/eMcuLk+0MZE/HPVvbvLr/urGmzK+DKHwl18BYn5cHZrN/5HnkQYbf9XuOFH5vifTGJx9m+8mlT63cTY/ko59+7hB/G2ZyOdAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMDMtMDVUMTY6MzE6MTMrMDk6MDB/3gatAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTAzLTA1VDE2OjMxOjEzKzA5OjAwDoO+EQAAAABJRU5ErkJggg==)

where ![\mathbf{H} =  \mathbf{X}(\mathbf{X}'\mathbf{X})^{-1}\mathbf{X}'](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI4AAAATCAQAAADsDP0eAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAI4AAAATAFCHiTMAAAHlSURBVFjD5ZhdlYMwEIU/VkE0IKEaWAdoQAIekFAJeyoBDZHAWoiEuw/p4af8TVo4PGzz1NOvd8LNzCQkE//nk7X6TuG/LpqmyyoTl5sog1ZWZjVF5swzzAFdMngYuUBtoBx3k5pw5hkGarjh6RDC4wWu/97hyZMfe/h/oBXkvVrbMw03C0uByC2alFQp5tgiR7RCY1e5IUTxQWZ0iBAVcXRjLdxg0zZLMya3NAU+PXP2Ip9lTlSIq/CgmfxWT1d5nX0xdUNT0FD2+vfJGB751ZydyCeZ02vWVNM8EfNiXWbJ6ayagmK/jzHrOduRTzNH0CJEN5uQbCzVvI+saQocId2c7chjc7rROMIcR0Cz1Z/lwxobm7ZFc930SWbVaCg+S+SkzOFBuzBWN9vnqtyngZdb5xKbxpGwUZsVTyurmpYGofFqLZuzzKZx75mzo3hSQy5iHeMRGlrwUlmtsWncdlm9p5hgjr2scITnQS8epfz6Q2yxds7SkNMUzzvn+GGnoURoOEW87jVbrJ2jmG/vn8xSiONfH0o8ARFiIG7PlBU+Nr3RcW2XtXM0lheIFEVd8eJJnr7Gliw4XvOCKwv98mu7irB/spKfM6Z6ybBeWRjV3LF6ve5F5uSWexqzWvPe8W9v/AF/nxjDVs6z6gAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMDMtMDVUMTY6MzE6MTQrMDk6MDC6eTgjAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTAzLTA1VDE2OjMxOjE0KzA5OjAwyySAnwAAAABJRU5ErkJggg==) is known as the “hat-matrix” because it is used to compute ![\mathbf{\hat{Y}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASCAQAAAD4MpbhAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAABAAAAASAG7wz0EAAAChSURBVCjPpZFdDcMwDIQ/F0EwBEIxDEIwFMI4FEIxDEIpLBCmQQiE20Ot/EjbqmnJg8/W5c52THw/U59YsGwPix8INvPkzka21DFULxdmIYikVrWzHmCjOLlwrVpHXnRYsCLE0tklsiMPGSGiZ4FSsYeIUH21N7UmuiDEKljYO7MO7giRKIT3hODzdFsYCD5N0VCbztb0P2HYnTeZuf3wWS9m9pSqQ5XL4gAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMDMtMTBUMDk6MzE6NDIrMDk6MDDWySFrAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTAzLTEwVDA5OjMxOjQyKzA5OjAwp5SZ1wAAAABJRU5ErkJggg==) (“Y-hat”).

If the diagonal values of ![\mathbf{H}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAOCAQAAACMJlQBAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAABAAAAAOAIiHkhwAAABYSURBVBjTrZFBDYBADASnBAGnAQmHBbTgthLOAw6GxyWEXx/QfnaTSbrZhlTTSQYiSQrt8YNkQ4QTkSZz6YgcIkt14DuwvnRGAexeU0Qn/8vwHSirjupZNxlOKtWb2A1RAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAxMS0wMy0xMFQwOTozMTo0MyswOTowMHC+Kt8AAAAldEVYdGRhdGU6bW9kaWZ5ADIwMTEtMDMtMTBUMDk6MzE6NDMrMDk6MDAB45JjAAAAAElFTkSuQmCC) are denoted by ![h_{1},\dots,h_{n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEsAAAARCAQAAAA/UpnwAAAAAmJLR0QA/vCI/CkAAAAJcEhZcwAAAEgAAABIAEbJaz4AAAAJdnBBZwAAAEsAAAARACOUZLYAAAE3SURBVEjHvZXRcYMwDIY/uA6gywiMwF03cDZw2w08Aiv0MkJWaNiAjlCyAR2hZAP1AbgUTHBSDpsn2Yj/Q78QKAqOBlXiXSHF6211TKyQYkq39nwRdy0qDlg5VWSsZUVFQVAkqoUBxScADBdMskN41pcotQopKgpHWjJFocZEqVZAMe3Z3/UbgOwKnGzZbbOKo2ohaE+eDbMES7Fdv80penMLS9sHBdXoaCusG4pjrCOnPmiwCm5zLE8RoaDC4DhQdFhNB4KgCobcx8LQDPuPx96pp4hTaLEKQtO1/I5PAL1QJg7R80wLChlvo51pqy7F02xf8SMR0BIwnGGp1BMTB3P/aVwgG9sZywmLpNy/flaNhFD2vv8ZGS15vcVuKFAO2D9vs+IDCGdT9yOjwpHf+1hZY+Hj2b/D7RmO5+ZfTQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMTEtMDMtMTBUMDk6MzE6NDQrMDk6MDC1GRRRAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDExLTAzLTEwVDA5OjMxOjQ0KzA5OjAwxESs7QAAAABJRU5ErkJggg==), then the cross-validation statistic can be computed using

![\[ \text{CV} = \frac{1}{n}\sum_{i=1}^n [e_{i}/(1-h_{i})]^2, \]](data:image/png;base64,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)
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